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Abstract

Methods for imaging the architecture of the brain at high res-
olutions, and across large volumes, are rapidly improving. With
the convergence of high-resolution datasets and new compu-
tational approaches for processing them, fully and semi-
automated methods for studying the brain will soon be within
reach. However, there are many challenges in developing
data-driven strategies for brain mapping with images at cellular
and sub-cellular resolutions. This review highlights some key
challenges in building models of brain structure from imaging
datasets; we describe some existing efforts to tackle these
challenges and potential solutions moving forward. Finally, we
discuss the need for concerted community efforts to adopt
common standards and coordinate systems for brain mapping,
which will enable us to achieve robust and scalable solutions
that work across different brain models and can accommodate
the intrinsic variability both between and within high-resolution
neuroimaging datasets.
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Introduction

Ever since Brodmann defined his namesake brain areas
in 1909 [56], mapping the function of the brain to its
structure has been a primary goal of neuroscience
research. Developing brain maps for different popula-
tions — healthy, sick, young, old, etc. — may provide us
with a way of studying inter-subject neurological vari-
ability, as well as processes that affect brain function,
including neurodegenerative disease, injury, and aging

[41]. Reliable methods for mapping the brain may also
play a significant role in personalized medicine [21] and
are, therefore, important in both fundamental neuro-
science and applied medical research. Magnetic reso-
nance (MR) and other macro-scale imaging methods are
popular ways to generate data that can be used to create
brain maps [20,19,11,14], but high-resolution histolog-
ical data are critical for generating maps that contain
cellular and sub-cellular information [1,43,11,20]. Brain
mapping is now a main focus of the ongoing BRAIN
Initiative [10], and suites of tools have been created to
facilitate comparisons across datasets and development
of brain atlases based on common structural or func-
tional features rather than the unique neuroanatomy of a
single individual.

Unfortunately, the inherent variability within and be-
tween brains renders the process of defining discrete
borders and comparing the brain areas of different in-
dividuals extremely difficult. Even in the absence of any
pathology, no two brains are alike, and finding
adequately descriptive signatures of neural structure
that can allow us to faithfully compare brains is difficult.
These problems are further exacerbated in high-
resolution datasets, as there is an increased ambiguity
in boundary definitions at the micro- and nano-scale.
Additionally, high-resolution data are more susceptible
to artifacts caused by variations in staining and pose the
unique problem of having to deal with variable fields of
view that arise from imaging different sections or slices
of the brain. Consequently, there is an acute need for
unbiased, accurate, and standardized methods of
representing the microstructure of the brain in a way
that allows us to then map and compare it across states
and subjects.

In this review article, we highlight several key chal-
lenges that arise when building high-resolution maps of
the brain (Figure 1) and describe how recent advances,
both in machine learning and image analysis, can be
leveraged to tackle these problems.

Challenges and potential solutions

When using light microscopy [52] or higher-resolution
methods like expansion microscopy [50], nanoCT
[54], or electron microscopy [27], slight differences in
tissue handling and preparation can produce major
changes in the final image. Small variations in the con-
centration of stains, washes, or contrast agents can result
in significant differences in the intensity distribution,
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Figure 1
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Overview of several challenges encountered in high-resolution brain mapping. (a) The overall goal is to generate maps of the brain based on high-
resolution histological data. (b) (i) Two sections of a porcine brain from the same study, showing differences in stain intensity due to small protocol
variations. (ii) Images from a mouse brain demonstrate the sensitivity of segmentation algorithms to changes in image intensity distributions. (¢) The
presence of folds and tears in tissue samples can introduce unwanted artifacts to samples of (i) porcine and (ii) mouse brain. (d) Histological data must
inherently come from subvolumes/slices of the brain, and not all brain regions can be included in a single sample.

color, contrast, and overall appearance of the sample
[15] (Figure 1B). Additionally, during the process of
cutting and transferring sections to slides, even minor
tears and folds can add undesirable artifacts to the
sample or render certain regions of interest (ROIs)
inaccessible (Figure 1C). Improper device setup, in-
consistencies in section thickness, and lighting varia-
tions can also result in blur and other artifacts [25].
These may be troublesome for human pathologists to
deal with, but they can dramatically impede automated
image analysis and reduce classifier accuracy [8]. In
addition to experimental methods that simply bypass
the sectioning [45,16,12] or staining [36] steps required
in traditional histological preparation, computational
techniques have been developed to address problems
that arise as a result of process variations in either step.

Stain normalization and imaging artifacts

Two stained tissue samples, even if processed using the
same staining protocol and materials, can yield images
with dramatically different intensity distributions and

visual properties (Figure 1B). 'Traditional machine
learning methods of stain normalization, both super-
vised [23] and unsupervised [48], have been proposed
to address inter-batch differences in staining. In each
case, stain-specific transformations are applied to the
images based on either prior knowledge or estimations
of unique stain matrices that describe the dyes present.
These matrices relate stain concentrations to the
resulting color change and can be used to separate a red-
green-blue (RGB) image into up to three channels.
Images are then mapped and aligned with a target dis-
tribution. Extensions of this approach include the
incorporation of spatial features to account for color
variations that result from differences in cell
morphology [4]. While these methods may work well,
their performance often depends on knowledge of the
staining process and a level of domain expertise that can
be limiting.

Deep learning approaches have also been applied to the
problem of stain variation. These methods include
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generative adversarial networks (GANs) [17], in which
one deep network attempts to generate synthetic data
indistinguishable from the training set, while another
network is trained to tell the difference between the
two. GANs have been used for stain normalization,
including in renal histopathology [9] and breast cancer
[42]. Additionally, GANs have been used to perform
virtual histological staining, circumventing the need to
physically stain sections at all, essentially eliminating
the problem of stain variation [40]. Although virtual
staining is unlikely to soon replace traditional histopa-
thology, this work holds promise for accelerating pipe-
lines and reducing variation between labs. Style transfer
has also been used as a framework to distinguish be-
tween sets of images with different stains or staining
methods applied [7,42]. In this setup, particular stain-
ing conditions and appearances are treated as ‘styles.” A
GAN is trained to generate images with a selected style
and can then be used to normalize input images to that
stain’s unique style.

In addition to GANs, novel neural network architectures
have also been proposed as a way of dealing with stain
variations [22]. Domain-adversarial neural networks, for
instance, consist of a bifurcating architecture, where one
branch assesses the stain and the other evaluates the
actual contents of the slide [28]. Other deep learning
approaches, such as variational auto encoders (VAEs)
[24] and deep convolutional Gaussian mixture models,
have been applied to this problem as well [55], in both
cases, by generating recolored copies of the input image
through nonlinear transformations learned during
training.

Noise, blur, and physical artifacts

Noise, blur, and/or physical artifacts can be introduced
at many different points in the imaging procedure, and
these types of artifacts pose a slightly different problem
than staining variations. Sophisticated models exist for
denoising images and volumes; for example, [51] is a
supervised, deep learning-based denoising algorithm for
fluorescence microscopy data that exploits the particular
nuances of the problem to train content-aware image
restoration networks that perform better than classical
content-agnostic approaches. On the other hand, [29] is
an example of a network that successfully learns to
denoise corrupt images, without ever having to look at
any pairs of clean, and noisy images. It is also possible to
use deep generative models such as GANs to learn to
denoise images, as shown by Ref. [46], which work by
finding the closest point on the GAN manifold (essen-
tially, the most similar synthetic image) to the corrupted
image.

In addition to noise, blur can also confound automated
image analysis and can result from out-of-focus images
or nonuniform section thickness. Classification of blurry

regions using local image statistics has been successful,
permitting these regions to be either left out or evalu-
ated manually, and bypassing the need for a reference
image to compare against [53]. Blur can also be a
product of tissue tears, bubbles, and folds, which may
arise during tissue cutting and mounting (Figure 1C).
Preliminary approaches to address these types of arti-
facts include the segmentation of folds using image
features and k-means clustering [26,37], but more
recent methods make use of deep learning architec-
tures. For instance, Ref. [3] used convolutional neural
networks to extract features from an image before
classification was performed by a support vector ma-
chine; classification of a single-folded patch within an
image flags the image for manual inspection. U-net
model architectures have also been used to perform
pixel-wise segmentation of regions with blurry, folded,
or damaged tissue [44]. These methods represent
innovative approaches to a common problem that arises
not just in neuroscience research but throughout his-
tology in general.

Different fields-of-view or partial data

Unlike MR and other macro-scale neuroimaging
methods that acquire consistent and standardized
images of the whole brain, high-resolution or micro-
scopic images can only capture a subset or subvolume
of brain tissue at a time. To deal with this, these data
are sometimes stitched together into a 3D volume, but
in many cases, smaller subvolumes are analyzed based
on the design considerations or other constraints on
the imaging setup (Figure 1D). This ultimately results
in certain ROIs or brain areas becoming inaccessible.
Registration of a new test sample to a reference brain is
one of the first steps in making a comparison [2,39],
but in the absence of an exact match to the reference
brain and/or labor-intensive manual annotation of
ROIs, it is challenging to register and analyze the
sample over large volumes. The fact that samples
are collected over limited fields of view is, therefore, a
key challenge in automating high-resolution brain

mapping.

A seemingly intuitive solution to this problem is to
interpolate or fill in the missing data in the imaged
volume to allow for registration to the reference brain
[47,35]. Methods used in the creation of probabilistic
brain atlases, designed to capture inter-subject varia-
tions in brain architecture rather than represent a single
average brain template that all other brains/ROIs need
to be registered to Ref. [38], are a prospective source of
ideas. Specifically, combining manual labeling ap-
proaches for building atlases [13] with methods for
Bayesian inference [32], as seen in Ref. [49], is a po-
tential method of performing automated label interpo-
lation across samples and sections. The field of
computer vision also presents a number of ways to
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address the partial correspondence problem; methods
based on iterative closest point and minimum distortion
correspondence [6] have previously been used with
some success.

Deep learning has also begun to find use in the
problem of partial or missing data. Candidates include
deep generative models such as GANs [33], which, in
this case, condition their outputs on some aspect of
the inputs, which lets them essentially ‘fill in the
blanks.” VAEs have also been used, for example, in
Ref. [18], where the model learns a ‘disentangled’
representation of the image features (essentially, the
model learns an interpretable set of image building
blocks rather than acting as a black box), which allows
for the explicable generation of synthetic data that
match the existing data. Specialized loss functions
like those in Refs. [5,31,34] can be used to train these
types of networks to model the distribution of the data
from partial, noisy, and/or heterogeneous observations
and further constrain the outputs of the networks such
that they are explicitly conditioned on the inputs and
allow for better reconstruction. While deep learning
methods for addressing partial or missing data have
mostly been applied to a broad variety of nonbiolog-
ical problems, they form a promising and quickly
advancing toolbox for the problem of neuroimaging
data interpolation.

Conclusion
Several key strengths of high-resolution histological
imaging — its inherent multimodality and ability to

capture fine-scale structure — can be problematic when
the goal is to develop models of the brain’s architecture.
Even slight differences in stains or experimental pro-
cedures can have pronounced effects on the accuracy of
brain mapping methods. Without intervention, blur and
other imaging artifacts, as well as tissue folds and similar
obstructions, can handicap the ability of automated
methods and restrict access to certain ROIs. Variable
fields of view pose a similar problem, limiting the space
that can be accessed in a single experiment. However,
these complications need not impede the use of histo-
logical images for brain mapping.

In this review, we focused on the challenges in data
integration and mapping that mainly arise due to the
imaging or preparation setup. Even when we are able to
account for these sources of variation, however,
comparing brains at high resolutions is difficult due to
the inherent variability in the brain (within an area) and
across subjects. A natural consequence of higher-
resolution data is the possibility for greater variability
between imaging experiments; anatomical structures
and boundaries that seem consistent between in-
dividuals on the macro-scale level will appear drastically
less so at subcellular resolutions. Fortunately, rapid

Brain mapping at high resolutions Milligan et al. 129

advances in machine learning and image processing are
helping to address the challenges in large-scale brain
mapping. These methods represent innovative ap-
proaches to domain-specific problems, problems that are
not typically encountered in macro-scale imaging ap-
proaches. However, as we try to answer questions that
require larger sample sizes, which is not possible for any
one lab to generate, it will become increasingly impor-
tant to find ways to align and compare multi-modal
datasets and to utilize information from other images
that have fields of view not present in a single dataset of
interest. With such approaches for data integration, it
will be possible to tackle the types of problems
described in this review.

Leveraging the volume of data being collected across
labs and institutes will require a community effort to
develop standard frameworks for aggregating and
integrating information from different types of imag-
ing datasets at these resolutions. One example of such
an effort is the NIH BRAIN Initiative Cell Census
Network, whose aim is to build a common repository
for the genetic and morphological information about
individual cells and cell types. However, consolidation
has proven to be difficult due to the wide range of
preparation methods and the various types of infor-
mation represented by these different datasets. This
underscores our need for standards and for commu-
nities that are willing to work together to build
large datasets greater than the sum of their parts, to
fully realize the potential of high-resolution brain

mapping.

Definitively mapping the brain’s multitude of func-
tions to its complex structure is a significant and
ambitious objective. The implications for biomedicine
are clear, as are the ramifications such an achievement
would have for our fundamental understanding of the
human brain. Achieving this lofty goal will likely
require integration of experimental and computational
methods. Rapid advances in both domains provide new
opportunities to make progress on this problem,
despite the inherent difficulty of working with histo-
logical images. In the century since Brodmann’s anal-
ysis of Nissl-stained sections led him to define the
brain areas that bear his name [56], these types of
images have continued to represent a critical piece of
the brain mapping puzzle.
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